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Answer as many questions as possible. The maximum you can score is 60

State clearly the results you use.

1. Consider the linear model

Y(nx1)=Xnxp)Bpx1)+enx1l),

where E(g) = 0 and Cov(e) = o21,,.

(a) Suppose [ is in RP. When is I’ said to be estimable? Prove that
I'3 is estimable if and only if

I'=1S"S, S=X'X.

(b) What do you mean by a ”least square estimate” of a parametric
function ? Does it always exist ? Is it unique ?

(c¢) Suppose B denote a least square estimate of 3. If I’ is estimable
prove that '3 has minimum variance among all linear unbiased esti-
mators of I'3.

(d) While working with a linear model with three parameters (o, 81, (2,
one came came across the system of normal equations S8 = Z, where
Z = (5,—6,-3)" and

10 -5 -5
S=|-5 3 2
-5 2 3

Find two g-inverses G and H ofA S. §upposg B = GZ and f=HZ.
Compute (1 — B2, B1 — B2, Bo + 1+ B2 and By + B + B2. Explain the
fact that the first two numbers are same while the last two are not.

[(243) + (24242) + 4+ (2x 2+ 4 + 4) = 27]
2. Consider the linear model of Q1 and assume that ¢ follows multivariate

normal distribution. Consider a vector H'S3 of k linearly independent
estimable linear functions of (.

(a) Assuming 3 to be the same as in Q1(c), obtain Cov(H'{).
(b) Show that Cov(H’f3) is nonsingular. 3+ 5 =8



3. Let X1, Xo, - X, beiid. N(0,1) variables. Let X = (X1, Xa, - X,,)".
(a) Suppose Q@ = X'AX, Q1 = X'BX and Q2 = Q—Q1 is non-negative
for every value of X. If Q@ ~ x?(a) and Q1 ~ x%(b) then, show that
Q2 ~ x%(a —b).

(b)Suppose Q; = X'A;X, i = 1,2 and both Q; and Q2 follow >
distribution. Prove that a necessary and sufficient condition that Q1
and () are independent is that A1 A4 = 0.

6 + 5 =11]

4. (a) When is a vector of random variables said to follow multivariate
normal distribution ? Derive the density function of a p-variate normal
variable having a nonsingular covariance matrix.

2 + 4 =6]
(b) Suppose X1, Xo, - - - X, are i.i.d random variables following N, (u, )
distribution. Let X =", X; and S = 31 | (X; — X)(X; — X)".
(i) Show that X and S are independently distributed.
(i) Let V = S/(n — 1) and T¢ = n(X — po)'V"HX — po). Show
that there is a constant c involving n and p such that ¢T¢ follows F

distribution, central if p = pg.

(iii) We want to test the hypothesis Hy : p = po against Hy : u # po.
Let L(u, %) denote the likelihood function and X = (1/n) 2% (X; —
wo)(X; — po)'. Assuming that

SUP“:MOLOL, E) = L(M()? 20)7

show how you can use likelihood ratio test procedure for testing Hy
against H;. [Hint : The result in (ii) may be useful.]

[6 + 4 + 10 = 20]



